
Protecting Youth from Social Media Harms:
MA Bill S.51

Requires independent, third-party algorithm
risk audits of social media platforms to
uncover risks tied to platform design,
including features that encourage eating
disorders, compulsive use, and self-harm.

Mandates transparency, requiring platforms
to disclose how engagement-based
algorithms track and influence kids’ online
activity, and whether their platform design
harms young users.

Establishes state oversight under the
Massachusetts Attorney General to enforce
compliance, with fines up to $500,000 per
violation--funding youth mental health
programs.

A Message from Senator John C. Velis
“It is critical during this day and age, where
social media truly follows you everywhere you
go, that we gain a better understanding of just
exactly how social media algorithms impact and
target children so that we as a Commonwealth
can better protect them from serious harm."

Studies show that algorithm-driven social media
use is linked to increased rates of anxiety,
depression, and self-harm among youth.

Visual social media platforms flood young users
with idealized images, fueling harmful self-
comparisons and body image concerns.

Children and adolescents are especially
vulnerable because their brains are wired for
social validation, making engagement-based
algorithms highly influential, while deceptive
design features like endless scroll, autoplay, and
notifications trap them in excessive use—even
when it harms their well-being.

Engagement-based algorithms put profit over
safety, reinforcing patterns of use that can lead
to harmful behaviors like extreme dieting, self-
harm, and substance use—without kids realizing
it. Without oversight, these systems operate
unchecked, making independent algorithm
audits essential.

If passed, Bill S.51, an act relative to social media, algorithm accountability, and
transparency, would hold social media platforms accountable for measuring the harms their
platforms cause to youth.
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The Problem: Social Media’s Harmful
Impact on Massachusetts Youth 

The Solution: How MA Bill S.51 Holds
Social Media Platforms Accountable

With Massachusetts youth at risk and social media companies operating without
accountability or transparency, S.51 is a necessary step. We urge your support.

Learn more at: http://hsph.me/algorithm-auditing

http://hsph.me/algorithm-auditing
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If passed, Bill S.51, an act relative to social media, algorithm accountability, and
transparency, would hold social media platforms accountable for measuring the harms their
platforms cause to youth.
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